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Abstract: Natural language processing (NLP) is a fast-

expanding field, and text summarization has recently gained a lot 

of research interest. The necessity for automatic summarizing 

approaches to effectively digest massive amounts of textual data 

has grown in importance, due to the plethora (excessive amount of 

something) of information available in the digital age [18]. By 

automatically producing succinct and educational summaries of 

extensive materials, NLP-based text summarizing systems have the 

potential to revolutionize the way humans consume and process 

information. This review paper offers a thorough examination of 

the text summarizing research approaches. The process of 

creating a concise and useful summary of a text document is 

called text summarization. Even for cutting-edge natural language 

processing (NLP) systems, it is a difficult task. It was carried out 

using a thorough analysis of the most recent text summarizing 

research. The evaluation revealed a variety of research 

approaches that have been employed in the creation and 

assessment of text summarizing systems. This study's key 

discovery is that there are numerous different investigative 

approaches that can be used for text summarizing. These methods 

can be roughly divided into two groups: 

• Extractive text summarization 

• Abstractive text summarization 

During the review we found that extractive summarization is a 

fairly simple method as it selects the key phrases from a text and 

extracts them to create a summary while abstractive 

summarization presents data in a clearer, more informative 

fashion by producing a summary. This review was important 

because it gives a thorough overview of the research approaches 

utilized for text summarizing, this article is significant. 

Researchers and programmers can utilize this data to create 

brand-new, improved text summarizing systems. [20] 

Keyword: Text Summarization, Natural Language Processing, 

Investigative Approaches 

I. INTRODUCTION 

The difficulty of choosing and categorizing relevant 

information rises as a result of the daily increase in the 

volume of data on the Internet.  
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Systems for text summarizing can speedily automate the 

process of creating a summary from a lengthy text. 

Historically, researchers have focused on creating statistical 

models to accomplish this. Recently, various machine 

learning algorithms that can automatically create models have 

come under thorough investigations. A summary is a 

condensed, easily accessible text that includes the key points 

from one or more papers. A single document [12] or a 

collection of documents are used to create summaries. Multi- 

document summarizing is the creation of a summary from 

multiple documents. A 'query-biased' summary [13] 

highlights the user about queries. The drafting of topics and 

the inclusion of the most useful phrases are two aspects of 

topic summarization. The current work focuses on improving 

summaries by restricting the material to just the information 

that the user needs [14]. Summaries produced by humans are 

more expensive, and those produced by machines are often 

subpar. Researchers necessitate a number of efforts to 

produce accurate, illuminating summaries [15]. 

II. LITERATURE SURVEY 

In natural language processing (NLP), text summarizing is a 

critical activity that seeks to automatically produce a reduced 

version of a text, while maintaining its essential information. 

Recent years have seen considerable progress in the field of 

text summarization due to the continuous increase of digital 

content and the requirement for effective information 

processing and retrieval. In this review of the literature, 

athorough overview of the most recent approaches to text 

summarization using NLP has been discussed. 

A. Extractive Summarization 

The most popular technique for text summarization is called 

extractive summarization, which is selecting the key words or 

sentences from the original text and putting them together 

into a summary. The Text Rank method, developed by 

Mihalcea and Tarau in 2004, is one of the earliest efforts in 

this field. It uses graph-based ranking to find the most crucial 

sentences in a document. Later, a number of additional 

approaches, including LSA (Steinberger et al., 2004) [6], Sum 

Basic (Vanderwende, 2007) [7], and Lex Rank (Erkan and 

Radev, 2004) [8], have been presented for extractive 

summarization. On a variety of datasets and domains, these 

strategies have yielded encouraging results [2]. 

B. Abstractive Summarization 

The more difficult method of summarization is creating a 

summary that is not restricted to the words or phrases from 

the original text. Instead, it seeks to produce a summary that 

conveys the text's main ideas in a manner that seems natural 

to the reader.  
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The RNN-based Encoder-Decoder model by Rush et al. 

(2015) [3], one of the pioneering studies in this field, creates 

a summary from the input content using a neural network 

architecture. Later, a number of additional approaches have 

been put out for abstractive summarization, including 

Pointer-Generator Networks (See et al., 2017) [4], 

Transformer- based models (Vaswani et al., 2017) [5], and 

GPT-based models (Radford et al., 2019) [5]. Although these 

techniques have produced encouraging results, they still need 

to be improved. 

C. Evaluation Metrics 

It might be difficult to assess a summary's quality because 

there are so many factors to take into account, including 

relevance and coherence. For text summarization, a number 

of evaluation metrics have been put forth, including 

METEOR (Banerjee and Lavie, 2005) [9], BLEU (Papineni 

et al., 2002) [10], and ROUGE (Lin, 2004) [11]. These 

metrics are based on calculating the overlap between the 

generated summary and one or more reference summaries. 

These metrics do have some drawbacks, though, such as the 

fact that they don't take the summary's grammar and flow into 

account. 

D. Multi document Summarization 

Summarizing numerous documents on a single subject is a 

more delicate task known as multi- document summarization. 

Finding the essential details and connections between 

colorful documents makes this work more delicate than 

summarizing a single text. For multi-document 

summarization, a number of approaches have been put forth, 

including Cluster Rank (Erkan and Radev, 2004) [12], MMR 

(Carbonell and Goldstein, 1998) [13], and MEAD (Radev 

etal., 2004) [14]. These methodologies give a summary from 

several documents using varied methods like clustering, 

sentence fusion, and graph- based ranking. 

E. Domain specific summarization 

The task of summarizing text from a particular domain, 

similar as scientific publications, news stories, or legal 

documents, is known as domain-specific summary. This task 

necessitates the employment of technical models and 

procedures that can directly capture the domain's unique 

language and jotting style [23]. 

III. MAIN STEPS FOR TEXT SUMMARIZATION 

There are three main ways for summarizing documents. These 

are: 

1. Topic Identification: The most prominent 

information in the text is identified. There are different 

ways for topic identification that are used which are 

Position, Cue Expressions, and word frequencies. 

Approaches are grounded on the position of 

expressions are the most useful styles for topic 

identification. 

2. Interpretation: Abstract summaries need to go 

through an interpretation step. In this step,  

different subjects are fused in order to form a general 

content. 

3. Summary Generation: In this step, the system uses a 

text generation system with a compression rate of 5- 

30% to give an acceptable summary quality [18]. 

IV. MATERIALS AND METHODS 

The majority of the current automatic text summarizing 

systems produce a summary using an extraction strategy. To 

produce extractive summaries, sentence extraction 

algorithms are frequently utilized. Assigning a numerical 

value to a sentence's summary is one way to come up with 

applicable sentences [1]. Based on the compression rate, 

choose the best sentences to produce the document summary, 

a process known as sentence scoring. The compression rate is 

a pivotal element of the extraction procedure that's used to 

determine the proportion between the length of the summary 

and the original text. The summary will grow in size and 

contain more irrelevant content as the compression rate 

increases [18]. While the summary becomes shorter due to its 

reduced compression rate and hence further information is 

lost. 

V. EXTRACTIVE SUMMARIZATION 

METHODS 

A. Term Frequency-Inverse Document Frequency 

(TF-IDF) method: 

This numerical statistic, known as TF-IDF (Term Frequency-

Inverse Document Frequency), gauges the significance of a 

word within a particular document. The TF-IDF value 

increases proportionally with the word's frequency in the 

document. This methodology primarily operates on the 

weighted term frequency and inverse sentence frequency 

framework. Sentence frequency refers to how many 

sentences in the document contain the term. These sentence 

vectors are further assessed for similarity to the query, and the 

highest-scoring ones are selected for inclusion in the 

summary. Summarization here is tailored to the specific 

query, making certain assumptions. Under this approach, if a 

sentence contains more specific words, it is deemed 

relatively more important. Typically, the focus is on nouns as 

target words, and the system conducts a comparison of term 

frequencies (TF) within the document. In this context, each 

sentence is treated as a separate document, and the document 

frequency (DF), which indicates how often the word appears 

in the entire collection of documents, is considered. The 

TF/IDF score is computed as follows [18]: 
𝑇𝐹

𝐼𝐷(𝑤)
= 𝐷𝑁(

log(1+𝑡𝑓)

log(𝑑𝑓)
)                                                (1) 

B. Graph Theoretic approach: 

This approach involves the creation of a node for each 

sentence present in a document. Nodes are linked together if 

the sentences they represent share common words, indicating 

a similarity above a predefined threshold. This representation 

has two primary outcomes. Firstly, it results in partitions 

within the graph, which are essentially distinct motifs found 

within the document and disconnected from other sub-graphs. 

Secondly, this graph-based approach can identify important 

sentences within the document. Sentences with a high level of 

connectivity (i.e., having a significant number of edges 

connecting to them) are considered important within their 

respective partitions, making them more likely candidates for 

inclusion in the summary. Referencing Figure No. 1 [18], we 

can observe an illustrative graph of a 

document.  
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It's apparent that the document encompasses approximately 

3-4 subjects, and the encircled nodes can be recognized as 

instructive sentences because they share information with 

many other sentences in the document. Additionally, this 

graph-theoretic system can be easily adapted to assess both 

inter and intra-document similarity. 

Fig. 1: Graph Theoretic Approach [18] 

C. Machine learning approach: 

In this system, the training dataset serves as a point of reference, and the summarization process is conceptualized as a 

classification task. Sentences are categorized as either summary sentences or non- summary sentences based on the specific 

features they exhibit. The statistical learning of classification probabilities is accomplished using Bayes' rule [18], 

P(s ∈ S) 
P (s ∈< S | F1, F2, … , FN) = P(F1, F2, … , FN | s ∈ S) * 

P(F1, F2, … , FN )             
(2) 

where 's' represents a sentence from the document collection, 'F1', 'F2', ... 'FN' denote the features utilized in the classification 

process. 'S' represents the summary to be generated, and 'P(s∈< S | F1, F2, ..., FN)' signifies the probability that a sentence 's' 

will be selected to compose the summary, given that it possesses features 'F1', 'F2', ... 'FN'. 

VI. EVALUATING THE SUMMARIZATION SYSTEMS 

Evaluation methodologies are helpful in assessing the summary's utility and reliability. It can be laborious to judge traits like 

readability, coherence, and comprehensibility. Experts estimate the quality of a summary using a manually operated expert 

system [19]. The measurement of the system's quality is carried out by counting the number of sentences chosen by the system 

that corresponds to the ideal natural sentence. 
 

Case Study 
Challenging 

Issues 

Remedial 

Measures 

Outcomes/ 

Advantages 
Overall Success Rate 

Automatic text The size of the This requisite was The final product According to the 
summarization of training dataset satisfied by closely matched the study, supervised 

konkani texts increased since applying fast Text summaries created deep multi-layer 

using pre-trained a different because it was pre- by the linguists. perceptron (MLP) 
word embeddings dataset was trained and  methodologies can 

and deep required to downloadable.  produce 

learning. [15] learn word Since fast Text was  summaries of 
 embedding. trained on Konkani  more advanced 

  documents from  quality than 

  Common Crawl  unsupervised 

  
and Wikipedia, this was made 

practicable. 
 techniques. 

Automatic Text 

Summarization using a 
Machine Learning 

Approach [1] 

1. There are not 

numerous illustrations
 of how to choose 

the applicable features

 when using 
heuristics. 

2. The production 
and analysis  of a 

text's  entire 

rhetorical structure 
would be unachievable 

with present 

text processing 
technology. 

1. It makes use of directly

 and automatically 

extricate statistical and 
verbal elements from the 

original text. 
2. An agglomerative 

clustering algorithm  is 

performed to the text to 
produce this approximation

 of the structure. 

According to the findings, 
scientists should center their 

works on the study of further 

complex classifiers designed 
for the text- summarization 

task, or at the least compare 
and choose the top classifier 

from the traditional ones that 

are already accessible. 

For all of the strategies, 
the 

accuracy and recall ranks 

are noticeably lesser. 
Using        Naive 

Bayes, the 
trainable summarizer 

produced the 

topmost results. 
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 Figure 2 shows the architecture of the proposed summary 

refinement model. 

 
Fig. 2: Text Summarization Data Flow Diagram [16] 

i. Input: 

▪ The process starts with a text document as input, 

which is the content that needs to be summarized. 

ii. Text Pre-Processing: 

▪ Special characters are removed. 

▪ Text is converted to lowercase. 

▪ Punctuation is handled to prepare the text for analysis. 

iii. Tokenization: 

▪ The text is divided into individual sentences and 

words. 

▪ Tokenization is necessary for further analysis. 

iv. TF-IDF Scores Calculation Using Nouns and 

Verbs: 

▪ TF-IDF scores are calculated for each word or term in 

the document. 

▪ Only nouns and verbs are considered for this 

calculation. 

▪ This step helps identify the most important nouns and 

verbs in the text. 

v. Sentence Score Calculation Using TF-IDF: 

▪ Each sentence in the text is assigned a score based on 

the TF-IDF scores of the nouns and  verbs it contains. 

▪ Sentences with higher scores are considered more 

significant. 

vi. User Interaction for Phrase Selection: 

▪ The user interacts with the system to specify which 

phrases or information they want to retain. 

▪ This could involve manual selection or setting criteria 

for automated selection. 

vii. Selecting Most Crucial Phrases: 

▪ The system selects the phrases or sentences based on 

the user's preferences. 

▪ It retains only the most crucial information as specified 

by the user. 

viii. Merging Selected Expressions to Create a 

Summary: 

▪ The selected phrases or sentences are merged together. 

▪ This merging process generates a concise summary of 

the text. 

▪ The summary captures the main points of the 

document as per the user's preferences. 

ix. Output: 

▪ The final output is the summarized version of the 

original text, containing only the information the user 

wants to retain. 

This flowchart outlines the steps involved in processing a text 

document and generating a summary, with a focus on 

extracting and retaining the most relevant information.[16] 

Example System: SUMMARIST (Hovy and Lin, 1998) 

[18]: 

There are three stages required for the systematic procedure 

as discussed below: 

𝑆𝑢𝑚𝑚𝑎𝑟𝑦 = 𝑆𝑢𝑏j𝑒𝑐𝑡 𝐼𝑑 + 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡i𝑜𝑛 + 
𝐺𝑒𝑛𝑒𝑟𝑎𝑡i𝑜𝑛 

1. Subject Identification Modules: Positional 

significance, Cue Expressions (under construction), 

Word Counts, Discourse Structure (under 

construction). 

2. Subject Interpretation Modules: Concept Counting/ 

Wave front, Concept Signatures (being extended) 

3. Summary Generation Modules (not yet constructed) 

Keywords, Template Gen, and Sent. Planner & 

Realizer. [17] 

In the modules mentioned above, various techniques are 

employed to identify the subject of interest in the text. This 

includes assessing positional significance, cue expressions 

(though this module is under construction), counting words, 

and analyzing discourse structure. Subject Interpretation 

Module focuses on interpreting the identified subject. It 

employs methods like concept counting and wave front 

analysis, along with concept signatures which are being 

extended to provide a deeper understanding of the subject. 

Although not fully constructed at the time of the system's 

description, the last stage is crucial for generating the actual 

summary. It includes sub-modules like keyword extraction, 

template generation, and sentence planning and realization, 

all of which contribute to creating a concise and coherent 

summary of the input text. Overall, SUMMARIST aims to 

systematically identify, interpret, and ultimately generate 

summaries from text, with an emphasis on subject 

understanding and effective summary creation. The system 

mentioned, SUMMARIST (Hovy and Lin, 1998), involves a 

systematic procedure with three key stages: 

VII. CONCLUSION 

A vital aspect of text summarization is summary evaluation. 

Summaries can generally be assessed using either natural or 

foreign measures. Foreign techniques estimate summary 

quality through a task-based performance measure, similar as 

an information recovery- orientated task, while natural 

strategies aim to do so through assessment by humans. The 

important thing that's considered intriguing from the review 

that has been done in the results of the analysis which states 

that extractive summaries are fairly easier than abstractive 

summaries which are veritably complex and on the other 

hand, extractive summaries are still the subject of current 

favorite trends [20] as there are still numerous things that are 

a challenge for researcher scholars to do.  
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It also can be seen that the most important features to produce 

a good summary are keywords, frequency, similarity, sentence 

position, sentence length, and semantics. In the future, these 

systems can be optimized to produce further accurate 

summaries. The future also holds scope for advancement in 

text summarization of documents in native language. 
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